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Ice tongues at the fringes of the Antarctic ice sheet lose mass primarily through
both basal melting and calving. They are sensitive to ocean conditions which
can weaken the ice both mechanically or through thinning. Ice tongues, which
are laterally unconfined, are likely to be particularly sensitive to ocean-induced
stresses. Here we examine ice tongues in the Western Ross Sea, by looking
into the factors affecting their stability. We calculate the basal mass change
of twelve Antarctic ice tongues using a flux gate approach, deriving thickness
from ICESat-2 height measurements and ice surface velocities from Sentinel-1
feature-tracking over the same period (October 2018 to December 2021). The
basal mass balance ranges between −0.14 ± 0.07 m yr−1 and −1.50 ± 1.2 m yr−1.
The average basal mass change for all the ice tongues is −0.82 ± 0.68 m of ice
yr−1. Low values of basal melt suggest a stable mass balance condition in this
region, with low thermal ocean forcing, as other studies have shown. We found a
heterogeneous basal melt pattern with no latitudinal gradient and no clear driver
in basal melt indicating that local variables are important in the persistence of
ice tongues in the absence of a strong oceanographic melting force. Moreover,
thanks to the temporal resolution of the datawewere able to resolve the seasonal
variability of Drygalski and Aviator Ice Tongues, the two largest ice tongues
studied.

KEYWORDS

Antarctica, Ross Sea, ice tongue, melt rate, mass balance, ICESat-2, laser altimetry,
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1 Introduction

Antarctic ice tongues are the floating extensions of marine-terminating glaciers beyond
their protected embayments. Considered unconstrained ice shelves, they are potentially
more exposed to oceanic and atmospheric forcing (Truffer and Motyka, 2016). Their
dynamics are influenced by different types of ice-ocean interaction; either directly by tides,
coastal currents, and waves (Holdsworth, 1985; Squire et al., 1994; Legrésy et al., 2004) or
indirectly by fast-ice persistence (Massom et al., 2010; Gomez-Fell et al., 2022).Motyka et al.
(2011) found that the most important control of ice tongue stability is basal melt. The
notable absence of ice tongues in Greenland, where basal melting is much higher, confirms
basal melt as an important factor (Motyka et al., 2011; Truffer and Motyka, 2016). The basal
melt of ice tongues is driven by ocean temperature and turbulent mixing from tides and
currents (Jenkins et al., 2010; Stevens et al., 2014), but it is also a function of the localmelting
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point as a result of the ice tongue draft (Lindbäck et al., 2019). The
highest basal melt rates on ice shelves and ice tongues are usually
found near the grounding line (Pritchard et al., 2012; Rignot et al.,
2013) and the ice edge (Stewart et al., 2019; Adusumilli et al., 2020).
In addition to basal mass loss, the dynamic variability of Parker
Ice Tongue due to fast ice extent illustrates the sensitivity of ice
tongues to environmental conditions compared to fully constrained
ice shelves (Gomez-Fell et al., 2022). In this work, we focus on the
stability of ice tongues and their basal mass balance, as sentinels of
change, in the Western Ross Sea. We use the term stability to reflect
the long-term persistence of ice tongues in the region over time in
view of mass balance processes.

Ice tongues along the Victoria Land Coast in the Western
Ross Sea are characteristic coastal features that have been stable
over the last 60 years with regular periods of retreat and re-
advance (Frezzotti, 1997; Fountain et al., 2017; Lovell et al., 2017).
Frezzotti (1997) found that the ice tongues south of Terra Nova Bay
maintained their relative shape and position during the 20th century,
while the ones north of Terra Nova Bay have a 10–15 years calving
cycle. Currently, it is hypothesized that non-climatic variables are the
primary regulators of frontal position at the fringes of Victoria Land
(Fountain et al., 2017; Lovell et al., 2017; Baumhoer et al., 2021).The
prevalence of these ice tongues is likely influenced by the cold
Victoria Land Coastal Current (VLCC) as a result of ice shelf water
(ISW) outflow (Stevens et al., 2017; Jendersie et al., 2018), but the
basal mass balance has only been estimated at a few places because
it is particularly hard to measure (Holdsworth, 1982; Wuite et al.,
2009; Stevens et al., 2014; Han and Lee, 2015). The reason why this
region of Antarctica has a large group of ice tongues which do not
occur in the same way elsewhere is unclear and deserves further
study.TheVLCC influence could be one possibility for the ice tongue
persistence and growth in this sector of Antarctica (Debenham,
1965; Frezzotti, 1997).

Ice tongues tend to have relatively larger variations in
frontal position than ice shelves and marine-terminating glaciers
(Lovell et al., 2017). Frontal calving of ice tongues can be triggered
by collision with icebergs (MacAyeal et al., 2008; Young et al., 2010),
influenced by ocean temperatures (Motyka et al., 2011; Miles et al.,
2020), or oceanic waves (Squire et al., 1994; Brunt et al., 2011).
Frezzotti (1997) found that floating glaciers along the Victoria
Land Coast went through a phase of retreat during the 1950s
and 1960s, followed by a period of growth during the 1980s and
1990s. More recent studies have found that on average frontal
positions of ice tongues have been fairly stable, with short periods of
advance and retreat (Fountain et al., 2017). Changes in the frontal
position of ice tongues in this region of Antarctica tend to be
related to larger irregular calving events, rather than continuous
ice loss (Frezzotti and Mabin, 1994; Stevens et al., 2013; Gomez-
Fell et al., 2022). Local geomorphological settings and external
environmental factors have an important role in ice tongue stability
(Frezzotti, 1997; Massom et al., 2015). All of this seems to indicate
that glacier terminus variations in the Western Ross Sea during the
last 60 years are associated with non-climatic drivers than more
obvious atmospheric and oceanic forcing (Lovell et al., 2017).

Antarctic ice sheet mass depends largely on two antagonistic
processes: snow accumulation in the interior and ice loss that is
driven by the ocean processes on the margins (Smith et al., 2020).
There is large interannual and spatial variability in basal mass

loss around Antarctica (Adusumilli et al., 2020). Fluctuations in the
basal melt of ice shelves over time can be indicators of shifts in ocean
processes (Adusumilli et al., 2018). Understanding the processes
driving mass loss under ice tongues and ice shelves is fundamental
to better constrain the present and future of Antarctic ice.

There are three main basal melt processes (Jacobs et al., 1992).
The first is driven by the formation of sea ice on the ocean surface,
creating a dense salty brine that intrudes deeply into the ice shelves
or ice tongues cavity (High Salinity Shelf Water, HSSW) generating
melt at the grounding line. This mode is most common during
the austral autumn and the beginning of winter when most of the
sea ice is starting to form (Stevens et al., 2020). The second occurs
when warm and dense Circumpolar Deep Water (CDW) penetrates
under the ice shelf or ice tongue creating melt at mid-depth. This
phenomenon is driving mass loss under glaciers such as Pine Island
and Thwaites Glacier draining into the Amundsen Sea in West
Antarctica (Holland et al., 2019).The thirdmode is related to the loss
of sea ice and the warming of the surface waters during the summer
months generating melt close to the surface of the ice shelf or ice
tongue (Lindbäck et al., 2019; Stewart et al., 2019). Under the ice
tongues of theWestern Ross Sea processes 1, and 3 are expected to be
prevalent (Wuite et al., 2009; Stevens et al., 2017). The interactions
between water masses, ice tongues, and potential thresholds are not
well understood (Stevens et al., 2017).

Oceanographic patterns in the Ross Sea are complex. Every
winter polynyas build up at the front of the Ross Ice Shelf, in
McMurdo Sound, and in Terra Nova Bay, creating an important
mass of sea ice that is mainly exported toward the Southern
Ocean (Sansiviero et al., 2017). Part of this new sea ice can pile up
against the coastal regions generating areas of thick coastal sea ice
(Rack et al., 2021) that could strengthen land-fast sea ice protecting
ice tongues from calving. Polynya efficiency has been related to
land-fast sea ice extent and persistence (Mezgec et al., 2017). The
Western Ross Sea is modulated by colder water masses, generated
mainly by sea ice formation (HSSW) or by the melting of glaciers
at the grounding line (Ice Shelf Water, ISW) (Orsi and Wiederwohl,
2009), that in turnmixeswithwarmerwaters creatingmodified Shelf
Water (mSW) that has been observed in autumn andwinter near the
Victoria Land Coast (Piñones et al., 2019). Similarly, CDW mixes
with colder waters creating modified CDW (mCDW), that could
reach the western margins of the Ross Sea (Orsi and Wiederwohl,
2009). The intrusion of warm CDW into the Ross Sea is mainly
confined to a deep trough at the centre and west of the continental
shelf and has a seasonal variability with a peak intrusion over the late
winter months (Piñones et al., 2019).

The study of seasonal change variability at an individual glacier
scale can help to better understand the processes driving such
variability (Miles et al., 2022). We know that terminus variations
along the Victoria Land Coast are not principally driven by climatic
or oceanic forcing (Fountain et al., 2017; Lovell et al., 2017), but
this is not yet clear for basal melting. Therefore, we explore some
environmental and geographical variables to investigate possible
relations with the basal mass balance of ice tongues in this Antarctic
sector. Few studies have considered the seasonality of basal melt
of ice shelves or ice tongues around Antarctica. Most of these
studies are from point measurements (e.g., Arzeno et al., 2014;
Stewart et al., 2019; Rosevear et al., 2022). Here we use ICESat-
2 laser altimetry repeat pass frequency and resolution, combined
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FIGURE 1
Red diamonds indicate the Ice tongues included in this study, their areas from the grounding line are cross-hatched in black. Numbers indicate the ice
tongues and basins as they are shown in tables and figures in this article. The catchment areas of the different ice tongues are shown in hatched blue.
The percentage of sea ice persistence in the areas surrounding the ice tongues over the 2000–2018 period was averaged from Fraser et al. (2021) data.
Yellow indicates areas with year-round land-fast sea ice, and blue areas with sporadic land-fast sea ice.

with the consistent temporal acquisition of synthetic aperture radar
satellite imaging, making it possible to study basal melt at a smaller
scale at remote locations. In this study, we consider the spatial
and temporal basal ice tongue mass changes in the Victoria Land
Coast (Figure 1). We present first an overview of the study area,
followed by the data and methods, main results, and a discussion on
seasonal and spatial variability and possible links to environmental
and geographical variables.

2 Study area

Victoria Land on the western margin of the Ross Sea has
a coastline that spans more than 600 km. It is the third largest

North-South oriented coastline in Antarctica, behind the Western
and Eastern sides of the Antarctic Peninsula. There are 30 major
marine-terminating glaciers located along the coast which can be
subdivided into the Borchgrevink Coast, Terra Nova Bay, Scott
Coast, andMcMurdo Sound (Frezzotti, 1997).There is an important
concentration of glaciers with ice tongues protruding away from
the coastline. Here, we investigate the mass balance of twelve of
the largest ice tongues along the margins of the Western Ross Sea
(Frezzotti, 1997; Stevens et al., 2014).These are, from south to north:
Erebus, Nordenskjold, Harbord, Cheetham, Drygalski, Campbell,
Tinker, Aviator, Icebreaker, Mariner, Borchgrevink and Tucker Ice
Tongues (The basins of the ice tongues are labelled 1 to 12 on
Figure 1). The largest is Drygalski with a length of 135 km and a
floating area of 2,500 km2 from the grounding line. The smallest is
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the Erebus Ice Tongue with a length of 10 km and a floating area
of 17 km2 from the grounding line. Nine ice tongues were selected
due to latitudinal coverage, ICESat-2 data availability, and ice tongue
orientation with respect to ICESat-2 ascending and descending
orbits. We added three more ice tongues using already available
thickness and velocity datasets to extend the latitudinal coverage.

About half of these ice tongues are a continuation of fjord-type
glaciers with grounding lines set back from the point where the ice
extends as an ice tongue towards the sea. These fjords tend to be
very deep, for example, the Drygalski Ice Tongue with thicknesses
at the grounding line larger than 2,000 m or Aviator, Mariner and
Borchgrevink with thicknesses at the grounding line larger than
1,000 m (Morlighem et al., 2019). These thicknesses are comparable
with some of the large glaciers that drain into the Ross Ice Shelf
such as Byrd Glacier. Catchment basins also vary, with the larger
Drygalski Ice Tongue occurring at the outlet of David Glacier with a
basin of 2,24 ,000 km2 and at the other end of the spectrum Erebus
glacier with a basin of 16 km2.

3 Data and methods

We calculate the basal mass loss of twelve ice tongues in the
WesternRoss Sea. Basalmass loss for nine of them is calculated using
ICESat-2 derived thickness and Sentinel-1 surface velocities, while
for the remaining three, we used the BedMachine version 2 derived
thickness (Morlighem, 2020). We use a flux-gate approach, where
each ICESat-2 track is considered a gate. Then we fit a weighted
least squares regression model to the flux data. An average ice flux
was derived along the ice tongue using the statistical ice flux model
and new gates were defined. Finally, average basal mass loss amidst
gates was calculated for each ice tongue and inter-cycle variability
was estimated for Aviator and Drygalski ice tongues. We used other
ready-available datasets to create a baseline for our results and for
calculating the basal mass loss.

3.1 Satellite-derived surface velocity

We use freely available synthetic aperture radar (Sentinel-1)
data to derive surface velocities and the hydrostatic equilibrium
line of the ice tongues. Sentinel-1 is a synthetic aperture radar in
a repeat polar orbit of 12 days over the study region. We derive
surface velocities from feature tracking processed on Vertex—the
on-demand cloud computing platform from Alaska Satellite Facility
(ASF), using the autoRIFT algorithm (Lei et al., 2021). We used the
autoRIFT feature tracking algorithm for all but three ice tongues
(Mariner, Borchgrevink andCampbell), andweused theMEaSUREs
Phased-Based Antarctica Ice Velocity data set for the other three
(Mouginot et al., 2019a). In order to separate the areas that are
freely floating we define the hydrostatic line (Bindschadler et al.,
2011) using alpha maps (Wild et al., 2019; Alley et al., 2021) based
on the MEaSUREs 2011 grounding line (Rignot et al., 2016). Then
we corroborate the hydrostatic line using three-pass differential
interferometry (DInSAR) (see Supplementary Figure S2) where
the hydrostatic line is defined as the seaward limit of the
fringe pattern of the differential interferogram (DInSAR-defined)
(Wild et al., 2019).

3.2 Satellite-derived thickness

ICESat-2 was launched in 2018, with its first measurements
in October of the same year. It consists of three pairs of laser
beams that measure the Earth’s surface height from the ellipsoid.
Each pair follows a track separated perpendicular to the others by
3 km. We use each available laser beam to calculate freeboard and
ice thickness. Tracks were separated in ascending and descending
orbits to create different flux gates across the ice tongues. Separating
the different tracks allowed us to avoid crossovers between gates.
ICESat-2 covers the Earth in a 91-day cycle, with almost exact repeat
passes over the polar regions.We used data from 13 cycles, spanning
from October 2018 to December 2021. A more detailed overview of
the mission can be found in Neumann et al. (2019). ICESat-2 has
different product levels with different corrections and aims. Here we
used the ATL06 land height product (Smith et al., 2019). The ATL06
product from ICESat-2 has enough granularity to resolve surface
changes and comes with ancillary parameters to assess the quality
and uncertainty of themeasurement (Smith et al., 2019).We applied
the ATL06 quality flag to the data collected in order to be sure that
only high-quality measurements were used.

3.2.1 ICESat-2 ice tongue freeboard to thickness
We derived the ice tongue mass-equivalent ice thickness

from ICESat-2 height data using Eq. 1 and assuming hydrostatic
equilibrium. First, we define the ice tongue freeboard from the
ICESat-2 point data using an ocean surface reference for each track.
We used two methods depending on if the ICESat-2 track passed
over the ocean or if the satellite trackwas inland. Inmost cases, it was
the former (Figure 2C). But there were cases near the hydrostatic
line where the track never passed over the ocean. For the first case,
we used the lowest point of each ICESat-2 track in a 5 km buffer
zone outside of the margins of the ice tongue. This method has the
advantage of not needing surface correction for the barometric effect
or ocean tides, as we have a real-time ocean surface measurement.
But is only valid for the tracks that are on the ocean side of the
coastal margin. For ice tongues that were surrounded by land-fast
sea ice, there could be an impact on the final basal melt calculations,
this is discussed in the mass balance and associated uncertainties
section with a sensitivity analysis. The second case is if the track
transits over the interior of the ice tongue in its embayment or fjord,
then the ocean surface reference is defined by the mean value of all
the ICESat-2 data points that are in the surrounding 5 km buffer
around the ice tongue. This value is corrected for the tidal range
using the CATS2008 model (Padman et al., 2002; 2003; 2008) and
the barometric effect using the ICESat-2 accompanying dynamic
atmosphere correction data. The difference between the ATL06
height product and the defined ocean reference gives the freeboard
of the ice tongue.

In order to derive thickness from ice tongue freeboard (hf ),
we calculate the mass-equivalent ice thickness using the following
formula from Moholdt et al. (2014):

M = ( 1
ρi
− 1
ρw
)
−1
(h f −Ha) (1)

Where ρi is the density of pure ice (917 kg m−3) and ρw is the
density of oceanwater (1,028 kg m−3).Ha is the firn air content of the
ice column in metres. To get the ice equivalent thickness we divided

Frontiers in Earth Science 04 frontiersin.org

https://doi.org/10.3389/feart.2023.1057761
https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org


Gomez-Fell et al. 10.3389/feart.2023.1057761

FIGURE 2
Aviator Ice Tongue flux gates from ICESat-2 (A) descending paths and (B) ascending paths in red with a black polygon showing the area between
flowlines calculated using velocity trajectories. The polygon area is used to calculate the basal melt. Panel (C) shows on the left the comparison
between the ICESat-2 derived thickness in red and BedMachine in black over one ICESat-2 track (1,098 cycle 13 from 03 December 2021) across the
ice tongue. The flowlines are shown as dashed grey lines. On the right the same track is overlaid over a Sentinel-2 greyscale image, the colour map
indicates the thickness and the dashed lines are the derived flowlines. On panel, (D) in red the final gates and areas that are used for the basal melt
calculations using the modelled ice flux. Black dots mark the centre of each polygon associated with distance in the x-axis of Figures 5A–C and
Figures 6A–C. Sentinel-2 greyscale image from 07 March 2020 in the back of all panels.

M by the ice density ρi. Our overall ICESat-2 data thicknesses are
in agreement with BedMachine version 2 (Morlighem, 2020) data
thicknesses. As an example, we show a cross-section of the Aviator
Ice tongue in Figure 2C, where differences at the ice tongue margin
can be seen due to the movement of the edge indentations through
time and some variability in the central area caused by the advection
of crevasses and surface undulations. The ICESat-2 freeboard and
derived thickness can be affected by factors such as the temporal
and spatial variability in snowfall, seasonality in firn compaction,
snow redistribution by wind, ice advection, and surface topography
(e.g., crevasses). To take this into account we first estimate the
error using the error propagation (Supplementary Material S1.1),
which will be used as a weight for the regression of the
ice flux (Section 3.3). Uncertainties are further investigated in
Section 4.3.

3.3 Flux gate method for basal mass
balance derivations

In the absence of precise and repeat surface elevation models,
we make use of an input-output method or fluxgate approach
(Wuite et al., 2009). This allows us to use sparse data to derive basal
mass change over a relatively larger area and can give us better
glaciological insight than the altimetry method as it depends on
the ice dynamics instead of surface elevation changes. We choose
this methodology over the more common altimetry method (e.g.,
Moholdt et al., 2014; Berger et al., 2017; Smith et al., 2020). We
found that interpolation of available ICESat-2 data was not possible
to resolve basal mass change spatially and temporally over these
relatively small ice tongues.

We use the method to calculate the basal mass change of
twelve ice tongues in the Victoria Land Coast. The first step
of the methodology is obtaining the ice flux values over gates
across the different ice tongues. For the calculations, an ice surface
velocity field and the thickness of the ice tongue are required.
The gates were defined using the ICESat-2 tracks between two
parallel ice trajectories defined by the autoRIFT ice velocity field
(Figures 2A, B). The use of glacier flow trajectories as limits for
the flux gates has two main advantages. First, it allows us to avoid
uncertainties over mass loss due to calving at the margins of the
ice tongue, and secondly, simplifies the areas used between gates for
mass change estimations.The ice flow trajectories used were visually
compared with surface glacier flowlines for correctness.

3.3.1 Ice flux calculations
The ice flux is calculated at different gates defined by the ICESat-

2 ascending and descending tracks between two defined flowlines
(Figures 2A, B). We generated the flowline seeding points at a
defined distance over the DInSAR-defined hydrostatic line and then
manually chose the ones with the best area coverage over the ice
tongue. The velocity field-derived flowlines were generated from
the autoRIFT velocity fields, except for Campbell, Mariner and
Borchgrevink Ice Tongues. For those three cases, the MEaSUREs
Phase-basedAntarctica Ice Velocity dataset (Mouginot et al., 2019b)
was used.

The individual velocity fields obtained from October 2018 to
December 2021 for the different ice tongues using the autoRIFT
algorithm were stacked, time-averaged and filtered. Creating a
velocity field that matches the timing of the ICESat-2 data
acquisition. We decided to use a time-average velocity field, instead
of trying to overlap ICESat-2 measurements with velocities, due
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FIGURE 3
Ice tongue section depicting the main components of Eq. 4. Basal
mass balance (Ḃ), surface mass balance (Ȧ), ice flux at the gate i (Φi)
and i+1 (Φi+1) and the area between gates S. For clarity, the surface
area has been coloured pale blue and the gate areas have been
coloured pale green.

to the temporal variability of the individual velocity fields and the
ICESat-2 data. We used two different Gaussian filters to smooth
the time average velocity fields and resample the resolution from
120 to 360 m. In general, velocity magnitudes were similar to the
MEaSUREs data set, with some exceptions.

We separated ascending and descending paths to avoid cross-
over of the tracks/gates for the flux calculations. For every gate, we
used themean values of thickness and ice velocity. To account for any
distortion due to the angle of the tracks against the main ice flow, we
calculate the velocity components perpendicular to the gate using
the following equation:

V⊥ =∣ sinθ ∣ √û2 + v̂2 (2)

WhereV⊥ is the perpendicular velocity component of themagnitude
at each segment, θ is the angle of the track relative to the flowline and
û and v̂ are the mean components of the velocity at each ICESat-
2 measurement. The perpendicular component of the magnitude is
used for the flux calculations, this accounts for any deviation of the
gates from the main velocity component and is necessary due to
the oblique orientations of the ICESat-2 tracks versus the ice flow.
The flux at each gate Φi is then calculated by the multiplication of
the length of the gate (W), the mean thickness of all the ICESat-2
measurements, and themean perpendicular velocity along with that
gate, using the following equation:

Φi = ̄V⊥iH̄iWi (3)

Where ̄V⊥i is the perpendicular velocity component of the
magnitude at each segment, H̄i is the thickness and Wi is the length
of the gate between the two flowlines, at each segment (Figure 3).

The amount of ICESat-2 tracks and data available at each ice
tongue was a decisive factor when choosing the nine ice tongues
(Erebus, Nordenskjold, Harbord, Cheetham, Drygalski, Tinker,
Aviator, Icebreaker and Tucker). In addition, the orientation of the
ascending and descending tracks of the satellite was also considered
when doing the selection. For the other three ice tongues (Mariner,
Borchgrevink and Campbell) ice flux was calculated using the same
method with the BedMachine ice thickness and the MEaSUREs
Phased-Based Ice Velocity datasets.Themain difference was that the
gates were defined every kilometre and from each gate the integrated

thickness and velocity over the gate were calculated, using the same
Eq. 3. The reason for using ICESat-2 data to derive the thickness
instead of using BedMachine is that we know the precise date of
acquisition required to compute seasonal ice fluxes. That allows us
to compute seasonal mass change variability.

3.4 Basal mass balance derivation

We calculate the mean basal mass loss at different time periods
using the flux gate results. Due to the inherent variability of the
data used and the consequent variability of the ice flux for each
ice tongue we favoured a linear regression over a higher-order
regression model as a more conservative, simple and consistent
approach to the data analysis. Without additional field data, the
interrelation between complex mass balance processes is masked
and cannot get separated at the required accuracy. In the linear
regression, this is reflected by a larger confidence interval of the
results and lower statistical parameters. Using this approach we can
define new gates perpendicular to the flux and derivate the average
flux of each gate. Then we can calculate the basal mass balance for
the areas between gates using Eq. 4.

For each ice tongue, a weighted least square (WLS) linear
regression was fitted over the ICESat-2 calculated ice flux data
as a function of the distance from the defined hydrostatic line.
The weight was defined as one divided by the squared variance
of the propagated error from the flux calculations 1

(σϕ)2
. From the

regression formula, the mass flux between the two-seeded flowlines
can be determined for any defined gate. For Drygalski and Aviator
ice tongues, there was sufficient data to fit a linear regression model
for every ICESat-2 cycle. For the other ice tongues, an average for the
whole period was calculated. For each ice tongue, the basal mass loss
Ḃ was derived from the ice flux linear models, using the following
equation (Wuite et al., 2009):

Ḃ =
Φi −Φi+1

S
+ Ȧ (4)

where Φi is the mass flux through a flux gate, S is the surface area
between gates and Ȧ is the mean accumulation rate. In the specific
cases of Drygalski and Aviator ice tongues, when the basal melt for
each cycle is calculated we used the accumulation rate from ERA5-
Land as Ȧ. A schematic of the equation is shown in Figure 3. For
the yearly calculations, we used the average 1979 to 2016 RACMO2
surface mass balance data. For the flux difference, new gates were
defined and set every kilometre for all the ice tongues except
Drygalski Ice Tongue (Aviator is shown as an example inFigure 2D).
Drygalski gates were set every 4 km because of the ice tongue length.
In the case of Mariner, Borchgrevink and Campbell ice tongues
because of the method, there was no need for a linear regression
model as the fluxes were directly obtained from BedMachine and
MEaSUREs Phased-Based ice velocity products.

3.5 Surface processes supporting data sets

When looking into seasonal variability of mass change the
densification of snow during the summer months and the
penetration of the signal in the snow can play a significant role in the
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altimetry measurement introducing surface uncertainties related to
density changes of the firn layer. Today one of the standard methods
to account for firn densification is to use modelled depth for the
firn layer and add this to the freeboard calculations (e.g., Griggs and
Bamber, 2011; Moholdt et al., 2014). We used the average between
1979 and 2016 of the firn air content model (Ligtenberg et al., 2011)
forced with RACMO2.3p2 (van Wessem et al., 2018) that comes as
a companion data set for BedMachine (Morlighem, 2020).

For the mass change derivations, we used two different datasets
to account for the surface processes. One was snow accumulation
from the ERA5-Land reanalysis from the Copernicus Climate
Change Service (Muñoz-Sabater, 2019; Muñoz-Sabater et al.,
2021). ERA5-Land snow accumulation performs better than other
reanalyses over Antarctica (Gossart et al., 2019). We choose to
use ERA5-land snow accumulation values as they cover the same
time period as the ICESat-2 data. From the ERA5-Land monthly
averaged data from 1950 to the present product, the coincident
months with every cycle were taken, averaged and converted into
metres of ice per year. The land mask for ERA5-Land is coarse
along the Antarctic coast, masking out some of the floating ends of
ice tongues. Non-etheless, when calculating inter-annual temporal
variability of mass change we used ERA5-land snow accumulation
data due to the temporal coincidence with the ICESat-2 data. But,
in the case when we use all the ICESat-2 data from every cycle
we used the average surface mass balance data from 1979 to 2016
for each ice tongue from the regional atmospheric climate model
(RACMO2.3p2) (Lenaerts et al., 2018), as it will represent better the
surface processes affecting the ice tongues.

3.6 Error estimation

The error in the ICESat-2 measurement is relatively small, with
an accuracy lower than 0.1 m for flat surfaces and generally lower

than 1 m for rough surfaces (Smith et al., 2019). Variability can be
incorporated into the ICESat-2 freeboard calculations due to the
ice tongue crevassed areas and undulated terrain. The firn model,
surface ice velocities, surface mass balance and snow accumulation
values all introduce uncertainties to the results. The error is driven
by the measurement uncertainties, whereas the confidence interval
is driven by the natural variability of the measurables. The former
can be quantified as part of the measurement bias, while the latter
is mostly driven by surface changes and properties. For example, we
noticed that surfaces tend to get smoother towards the tips of the
ice tongues and that there are undulations at various spatial scales
(e.g., crevasses or snow dunes). There is also temporal variability
caused by the advection of ice and the Eulerian nature of the
measurement.

This variability is taken into account by the linear model
confidence interval taken from the gate fluxes results and transferred
analytically to the basal mass balance results. This gave us a 95%
confidence interval for the possible range of basal melt results. We
used error propagation to define the total errors of each ICESat-2
flux gate (Supplementary materials) and used them as weights for
our linear regression.

4 Mass balance and associated
uncertainties

The basal mass balance of twelve Victoria Land Coast
representative ice tongues is presented in this section. The results
are divided into four sections. First, the spatial distribution of
mean basal mass loss along the Victoria Land Coast, secondly the
seasonal and spatial variability observed over Aviator ice tongue and
Drygalski ice tongue, third a sensitivity analysis of the uncertainties
and lastly a correlation assessment of different environmental
variables and basal mass loss.

TABLE 1 Annual mean of surfacemass balance and basal mass balance with confidence intervals of all the ice tongues in this study (mof ice yr−1). *: basal melt
derived using BedMachine thickness andMEaSUREs velocity data with confidence intervals calculated by error propagation (see text).

  Ice tongue Mean SMB Mean BMB Conf. Interval high Conf. Interval low Conf inter range

1 Erebus 0.2 −0.53 0.19 −1.23 1.42

2 Nordenskjold 0.08 −1.14 0.44 −2.13 2.57

3 Harbord 0.02 −1.05 −0.99 −1.12 0.13

4 Cheetham 0.05 −0.14 −0.11 −0.18 0.07

5 Drygalski 0.04 −1.46 −1.42 −1.6 0.18

6 Campbell* 0.07 −1.47 −1.45 −1.48 0.03

7 Tinker 0.15 −1.5 −0.28 −2.71 2.43

8 Aviator 0.2 −0.9 −0.85 −1 0.15

9 Icebreaker 0.16 −0.64 −0.39 −0.9 0.51

10 Mariner* 0.16 −0.18 −0.15 −0.2 0.05

11 Borchgrevink* 0.17 −0.16 −0.12 −0.2 0.08

12 Tucker 0.17 −0.71 −0.56 −0.85 0.29
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4.1 Victoria land coast spatial distribution
of basal mass change

We derived ice flux results from the ICESat-2 height data
for nine ice tongues using a weighted least square regression
(Erebus, Nordenskjold, Harbord, Cheetham, Drygalski, Tinker,
Aviator, Icebreaker and Tucker Ice Tongues). The statistics of
each regression are presented in Supplementary Table S1 of the
supplements. Using the BedMachine ice thickness data set we were
able to add three more ice tongues to the total count (Campbell,
Mariner and Borchgrevink). Other ice tongues (Moubray, Ironside,
Wylde, Marin, Fry and Mackay ice tongues) could not be included
due to inaccuracies in the ice thickness or velocities data sets, or
insufficient ICESat-2 data.

With the available ICESat-2 data, we fitted nine weighted least
squares linear regressions, which gave a good representation of
the ice flux over the selected gates at each ice tongue. There were
three ice tongues with low R2 values. These are, Nordenslkjold
(R2 = 0.152), Tinker (R2 = 0.126) and Erebus (R2 = 0.064), all
three have relatively small RMSE but significant F-test p-values
(Supplementary Table S1). The R values imply that the modelled
regression of the ice flux is not an accurate prediction. But, as the F-
test shows the fit is a good and significant representation of the data.
These shortcomings are reflected in the large confidence intervals
of the three ice tongues (Figure 4). All the other ice tongue flux
regressions have better R square results with significant p-values for
the F-test (Supplementary Table S1).

The flux regressions were used to calculate new flux gates (Eq. 3)
and then a basal mass change of each ice tongue using Eq. 4. Values
are displayed in Table 1 and Figure 4. The values of basal mass
change range between (−0.14 ± 0.07 m of ice yr−1) for Cheetham
to (−1.5 ± 1.21 m of ice yr−1) for Tinker. The average basal mass
change for all the ice tongues is (−0.82 ± 0.68 m of ice yr−1). The
three largest basal mass loss is from Tinker (−1.50 ± 2.43 m of
ice yr−1), Campbell (−1.47 ± 0.03 m of ice yr−1). Other ice tongues
presented mean values of less than or close to a metre (Table 1;
Figure 4).

4.2 Aviator and Drygalski ice tongues
temporal variations of basal melt

Aviator and Drygalski ice tongues had measurements over
every ICESat-2 cycle with good spatial coverage. With the data,
a temporal analysis of the basal mass change of these two ice
tongues was done. Figures 5A, B show the spatial distribution of
basal mass change and ice flux over the Dryglski Ice Tongue. With
relatively larger basal mass change values (−1.80 ± 0.22 m of ice
yr−1 at 3 km from the Hydrostatic Line (HL)) near the HL and
getting more stable (−1.40 ± 0.17 m of ice yr−1 at 60 km from HL)
as the ice tongue goes into the ocean. The same can be done for
each cycle, with all the different derived fluxes from ICESat-2 gates
shown in Figure 5C. All the WLS regression models done over the
different cycles are significant, and only three (cycles 2, 10 and 13)
of the 13 cycles have R2 values lower than 0.3. We then calculate
the modelled ice flux at every 4 km, for each cycle and use the
average basal melt rate of each period. We found some variability
over the different cycles, with most values between −1.0 and
−1.30 m of ice yr−1 (Figure 5D) and with a mean value plus minus
standard deviation for all cycles of −1.1 ± 0.37 m of ice yr−1. With
the largest basal mass changeil in, April-June 2020–1.57 ± 0.31 m
of ice yr−1 and the lowest in Jilan-March 2021–0.38 ± 0.43 m of ice
yr−1. The April-Jun cycles have the largest values with April-June
2019–1.36 ± 0.29 m of ice yr−1, April-June 2020–1.57 ± −0.31 m of
ice yr−1 andApril-June 2021–1.30± 0.31 m of ice yr−1. Also, the July-
September 2021 cycle had a similar large value of −1.31 ± 0.33 m of
ice yr−1. The mean range of the confidence interval considering
all cycles is 0.74 m of ice yr−1 with a standard deviation of
0.13 m of ice yr−1.

The lower basal mass loss from cycle 10 (Jan-March 2021)
could be influenced by the relatively large snow accumulation
reported for that period by ERA5-land (0.5 m of ice yr−1) and the
relative fewer ICESat-2 data points near the HL compared to
other cycles (Figure 5C). These could skew the results toward the
lower basal melt values registered at the tip of the ice tongue.
Drygalski Ice Tongue ice flux shows a non-linear relationship with

FIGURE 4
Basal melt rates (with confidence intervals) of ice tongues along the Victoria Land Coast. Ice tongues are ordered from South to North. The colour
scale represents the land-fast sea ice permanence surrounding the ice tongue, colours as per Figure 1. The average surface mass balance
van Wessem et al. (2014) is shown as grey diamonds with an exaggerated scale.
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FIGURE 5
Drygalski (A) Basal melt between flowlines over the free-floating area of the ice tongue, derived from all the ICESat-2 data. The basal melt derived from
the linear model confidence interval is shown in red, and the standard deviation of the basal melt is in light blue. (B) Ice flux derived from all cycles with
fitted linear regression in black. The different cycles are shown in a colour map from cycle-1 in light blue to cycle-13 in pink. (C) Ice flux per cycle for
every ICESat-2 track, with red showing the descending tracks and in black the ascending tracks. Every cycle has a fitted linear regression shown in grey.
(D) Drygalski spatially averaged basal melt rates, with the axis inverted for clarity. Where more negative numbers imply larger mass loss, and the different
seasons are depicted in a grey colour scheme. With darker grey for winter and lighter grey for summer. The snow accumulation rate in m of ice over
the same period is shown in red. The snow accumulation values are derived from ERA5-land and are scaled to the same period as the ICESat-2 cycles.

distance, which may be caused by a different basal ablation regime
close to its grounding line inside the fjord-like embayment. The
selection of a linear model for the representation of this relationship
is most probably underestimating the BMB near the HL and
overestimating the BMB closer to the tip. Overall average results for
BMB from linear or third-order polynomial regression are, however,
similar in magnitude (−1.46 m of ice yr−1 and −1.79 m of ice yr−1,
respectively).

For Aviator ice tongue each point in Figure 6B shows the mean
flux at one gate on a given ICESat-2 cycle with the linear regression
fitted to the data. The modelled flux was used to derive the spatial
basal melt of the ice tongue (Figure 6A). The curve shows a similar
spatial pattern with lower basal melt values near the front (−0.86 ±
0.07 m of ice yr−1 at 26 km from the HL) and larger closer to the HL
(−1.14 ± 0.09 m of ice yr−1 at 2 km from the HL), with a steep curve
that flattens as the flux approaches the ice tongue tip. When we do

the same ice flux modelling for each cycle (Figure 6C), all the WLS
regression models are significant, and only three (cycles 6 and 11)
of the 13 cycles have R2 values lower than 0.6. We then calculate
the modelled ice flux at every 1 km (Figure 2D) for each cycle and
use the average basal melt rate of each period. When the different
cycles are taken independently, intra-annual variability appears
(Figure 6D). With the largest values during Jan-March 2019 (−1.00
± 0.22 m of ice yr−1), Apr-June 2020 (−1.09 ± 0.22 m of ice yr−1), Jan-
March 2021 (−1.10 ± 0.47 m of ice yr−1) and Jul-September 2021
(−1.19 ± 0.27 m of ice yr−1).

4.3 Uncertainty and sensitivity analysis

There are several uncertainties in the method associated with
different surface processes that are important to address: Temporal
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FIGURE 6
Aviator (A) Basal melt between flowlines over the free-floating area of the ice tongue, derived from all the ICESat-2 data. The basal melt derived from
the linear model confidence interval is shown in red, and the standard deviation of the basal melt is in light blue. (B) Ice flux derived from all cycles with
fitted linear regression in black. The different cycles are shown in a colour map from cycle-1 in light blue to cycle-13 in pink. (C) Ice flux per cycle for
every ICESat-2 track, with red showing the descending tracks and in black the ascending tracks. Every cycle has a fitted linear regression shown in grey.
(D) Aviator spatially averaged basal melt rates, with the axis inverted for clarity. More negative numbers imply larger mass loss, and the different seasons
are depicted in a grey colour scheme. With darker grey for winter and lighter grey for summer. The snow accumulation rate in m of ice over the same
period is shown in red. The snow accumulation values are derived from ERA5-land and are scaled to the same period as the ICESat-2 cycles.

and spatial variability in snowfall, seasonality in firn compaction,
snow redistribution by wind, ice advection and surface topography,
and sparse measurement in time and space in the same cycle. Also,
changes in the ocean surface reference due to land-fast sea ice.
All these uncertainties are taken into account by the confidence
interval of the results. The confidence interval of the basal melt
change was derived analytically using the regression model and
low and high values of the confidence intervals as inputs in
Eq. 4. The range of the confidence intervals is roughly the same
order of magnitude as the basal mass change. Understanding the
processes and the limitations of the method could give us a better
notion of what is needed to narrow down the overall uncertainties
associated with the physical processes. In order to assess some of
these uncertainties, we looked into surface velocity changes and
the effect of land-fast sea ice on freeboard changes via sensitivity
analysis.

4.3.1 Seasonal ice surface velocities
It has been observed that surface velocities on ice tongues can

vary between seasons (Zhou et al., 2014; Greene et al., 2018; Gomez-
Fell et al., 2022). When computing ice surface velocities over some
ice tongues, we found small seasonal variations, particularly on the
component of the velocity perpendicular to Drygalski and Aviator
ice tongues ice flow. In order to take this variability into account, we
calculated the basal mass loss using a seasonal average that covers
the study period (2018–2021). We found that using a seasonal mean
versus a 4-year average covering the same period had little impact on
the final results. A slightly higher mass loss was observed for both
ice tongues, 0.5% for Drygalski and 1.5% for Aviator. Because the
values are still in between the error given by the confidence interval,
we used the 4-year average covering the same period for all the
ice tongues. In the case of Drygalski and Aviator ice tongues, the
difference was not significant. But, because the variability could be
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FIGURE 7
Correlation coefficients of different environmental and geomorphological variables with ice tongues basal mass balance. The variables are snow
accumulation (SA), surface temperature (Ts), ice tongue mass turnover (MT), ice tongue to catchment area ratio (AR), surface mass balance (SMB), fast
ice persistence (FIP), ice tongue width to length ratio (WLR), meridional wind (MW), ice tongue latitude (IL), ice tongue area (IA), ice tongue basin area
(ICA), and zonal wind (ZW). The colour code indicates the correlation values. The significance level of the correlation is given by: (***) 95%, (**) 85%, (*)
75%. Correlation values are annotated in each cell, colour scale indicates a correlation from −1 to 1.

higher, we did a small sensitivity analysis and observed what would
happen if we changed both of the velocity components by 10%.
We found that the overall mass loss increases by 12%, with a 10%
increase in velocity. Therefore, if a large seasonal surface ice velocity
is observed or if the velocity product used is from a different epoch
than the surface height values, there could be a noticeable impact on
the basal mass change calculations.

4.3.2 Snow accumulation and land-fast sea ice
effect over derived freeboard

Snow accumulation has a spatial and temporal variability that
is hard to resolve with the method (Supplementary Figure S3).
Each ICESat-2 cycle has 91 days between repeat passes. This
means that the combined values used to define the ice height
are spatially distributed over the three months. The snowfall is
not evenly distributed over the surface during those months.
Additionally, redistribution of snow by wind might happen, or
snow compaction during the summer months. Another process
that affects freeboard derivations from laser altimeters over
ice tongues is the growth and decay of annual land-fast sea
ice.

Land-fast sea ice attached to the ice tongues can distort
the freeboard derivations by lowering it by tens of centimetres,
biassing the seasonal variability to values of larger basal melt
during the winter/spring months compared to the summer and

autumn months. This would only happen on ice tongues that are
surrounded by ice duringwinter and are ice-free during the summer.
This does not happen yearly for every ice tongue, not for the
entire length of all the ice tongues. Aviator Ice Tongue tend to be
surrounded by ice from Apr-Jun to Jan-Feb. Because this could bias
the basal mass loss during the free-ice periods and explain, in part,
lower values during the periods of Jan-March 2019 and 2020. We
decided to do a sensitivity analysis and add 0.5 m to the freeboard,
accounting for an additional 5 m in thickness. When adding this
value uniformly over the ice tongue, it impacts 0.7% of the overall
mass change. Therefore, we disregard a seasonal effect in the overall
basal mass balance due to changes in freeboard because of land-fast
sea ice.

4.4 Correlation of mass balance with
environmental variables

Having derived the mass balance of twelve ice tongues along
the Victoria Land Coast, the correlation to eleven environmental
variables is analysed: snow accumulation (SA), surface temperature
(Ts), ice tongue mass turnover (MT), ice tongue to catchment area
ratio (AR), surface mass balance (SMB), fast ice persistence (FIP),
ice tongue width to length ratio (WLR), meridional wind (MW),
ice tongue latitude (IL), ice tongue area (IA), ice tongue basin area
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(ICA), and zonal wind (ZW). To define FIP, we used the occurrence
and classification of fast ice from Fraser et al. (2020). Every pixel
classified as fast ice was averaged in time, and then a ratio between 0
and 1 was created. We call FIP the percentage of time the pixel was
classified as fast ice. We used a Pearson correlation, and the values
ranged from 0.8 to −0.41 (Figure 6). Seven of the 13 correlations
reveal significance values (p-value) lower than 0.25 (Figure 6). We
use a p-value of 0.25 as a significant coefficient due to the small
sample set. This result is the basis for a further discussion about the
wider geographic context of ice tongue characteristics and stability
(Section 5.3).

We looked into the correlation between basal melt and
some climatological and geomorphological variables (Figure 7
and Supplementary Figure S1). We used four climatological
variables from ERA5-Land (Muñoz-Sabater et al., 2021) SA, Ts,
ZW and MW and SMB from RACMO2.3p2 (van Wessem et al.,
2018). Four of them had a significant correlation with basal
mass loss SA (0.63), SMB (0.38), Ts (0.5) and ZW (−0.41).
It was expected that SA and SMB would have a positive
correlation with basal mass loss as both have the same order of
magnitude and are directly related to the mass balance of the ice
tongue.

The geomorphological variables used are MT, defined as the
relation between the volume of ice divided by the flux of ice that
crosses the first gate. The volume was calculated as the area between
the defined flowlines and the first and last gate multiplied by the
mean thickness of the ice tongue over that area.MT has a correlation
value of 0.66; as expected ice tongues with larger basal mass loss
will have shorter turnover rates. IA is the complete outline of the
ice tongue from the grounding line to the tip. The polygon was
manually drawn from a 2019 Sentinel-1 SAR image. According to
the results, the total area of the ice tongue does not have a difference
over the basal mass change in the outward part of the ice tongue.The
ICA (shown in Figure 1) (Frezzotti, 1997) has a significant negative
correlation (−0.4) with basal mass change, meaning that ice tongues
with larger catchment areas will have a relatively larger basal mass
loss.

We also compound some of these metrics to examine the
ratios between some geomorphological characteristics. The AR was
calculated for all the ice tongues dividing the IA by the ICA
values. We found that this measurement presents a relatively high
positive correlation (0.8). This means that the relative size of the
ice tongue to its catchment area could be an important factor in
its overall glaciological persistence. The other ratio calculated was
WLR, calculated as the width divided by the length of the ice tongue.
The width was taken at a representative point, and the length was
measured from the hydrostatic line to the tip of the ice tongue. The
result of this correlation was low (0.21) and not significant.

The last two parameters analysed were the relation of basal mass
loss with latitude and land-fast sea ice. The relation of basal mass
loss with IL was negative (−0.19) but not significant. If ocean forcing
is the main driver of basal mass loss, this could mean that the
oceanographic conditions along the coast are similar for all the ice
tongues. Lastly, FIP had a positive but not significant correlation
(0.29), suggesting that areas that have persistent land-fast sea ice over
time have a lower basal mass loss. Non-etheless, we were expecting
the relation with FIP to be stronger than what we found.

5 Discussion

In the following sections, we compare our ice tongue basal mass
balance results with previous ice tongue studies. Then we explore
the seasonal variability and look into the various environmental
variables that potentially influence ice tongue stability. Followed by
comparisons with pan-Antarctic basal melt rates, potential gaps in
our study and future research directions are highlighted.

5.1 Victoria land ice tongues basal mass
loss previous studies

When compared with specific ice tongue studies, we found that
there are very few studies that look into the basal mass balance of
ice tongues in the region. From South to North we have the Erebus,
Drygalski and Campbell ice tongues. Erebus Ice Tongue has a very
comprehensive glaciological study from Holdsworth (1974, 1982).
In his study, the ice tongue thickness was obtained from radio-
echo-sounding and airborne radar data. Surface displacement and
surface mass balance were calculated from direct measurements.
Basal mass loss was then calculated from the mass balance equation
obtaining the following values −1.2± 0.5 m of ice yr−1.This is slightly
higher than our result (−0.53 ± 0.71 m of ice yr−1) but still within
the limits of the confidence interval of both measurements. In
our result, the biggest uncertainty is the firn layer. The modelled
firn does not possess enough spatial resolution to resolve the ice
tongue firn values. To resolve this we used the mean firn value of
each track at every ICESat-2 point. When using this firn value the
thickness is well resolved if compared with previous observational
data (e.g., Holdsworth, 1974; Holdsworth, 1982; Stevens et al.,
2014).

The Drygalski ice tongue, the largest ice tongue in the Western
Ross Sea, has two mass balance studies. We compare our average
basal mass loss of −1.46 ± 0.09 m of ice yr−1 with the average values
from Wuite et al. (2009), at gates 5–10), −0.834 ± 1.4 m of ice yr−1,
and from Frezzotti et al. (2000), at gates D9-D10 to D11-D12), −1.0
± 0.5 m of ice yr−1. Both investigations used a flux-gate approach.
The difference between them is that the thickness and velocity
data are obtained from different measurements. Both studies have
measurements deep inside the fjord, near the grounding line. For
our comparison, we consider the same area of the ice tongue and
our results are slightly larger but in the 95%confidence interval.They
show the same spatial pattern from larger ice loss near the fjord-type
embayment and then stabilised at lower values through the mid-to-
tip section (Figure 5). The difference, more than a bias of the sensor
(ICESat vs. ICESat-2) or methodology in the thickness derivation, is
most likely related to the width of the gates and the area averaged.
There is presumably a variability in basal melt values between the
Southern and Northern sides of Drygalski ice tongue, as has been
shown in other ice tongues (Holdsworth, 1982). This would make
basal melt values vary depending on how the location of the gates
has been chosen. Stevens et al. (2017) observed a difference in water
temperatures between the Northern and Southern sides of the ice
tongue suggesting a gradient in the basal melt. In the Stevens et al.
(2017) study a source of ISW was also detected on the southwest
side of the ice tongue, which is coming from inside the Drygalski
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ice tongue cavity and they found summer meltwater only on the
northern side of the ice tongue.

The other ice tongue with a specific basal mass balance study
is Campbell Ice Tongue. Here Han and Lee (2015) used a mass
conservation approach and found an average basal mass balance
of −2.46 ± 1.07 m of ice yr−1. While our result of −1.47 ± 0.02 m
of ice yr−1 is at the lower end of their confidence intervals. They
used a very precise InSAR surface velocity product, but the main
uncertainties are related to the assumption of overall thickness and
average thickness change derived from a few ICESat tracks. Overall,
previous measurements are in the confidence range of our results.
This indicates that over the last 50 years, the ice melt driven by
ocean forcing has remained stable for these ice tongues. However,
we are now able to extend themeasurements to larger areas at higher
temporal resolution.

5.2 Seasonal patterns on basal melt
change/seasonality of intra-annual
variability

Sufficient satellite data coverage justified the calculation of the
temporal mass balance variability of Drygalski and Aviator ice
tongues. Drygalski ice tongue had larger values over autumn and
lower during summer, while over Aviator ice tongue there is not a
clear pattern. Because of the short time series, these results do not
allow us to draw firm conclusions about a seasonal mass-balance
pattern. But, it gives a picture of the intra-annual variations and the
importance of local seasonal processes on ice tongue basal melt. We
found that the main uncertainty is the snow accumulation product
that defines the surface processes and directly impacts the basalmass
change calculations. On the other hand, as we have already shown, it
seems that variability in ice flow does not have a big impact on basal
melt variability.

If we compare the coefficient of variation of Aviator and
Drygalski basal mass loss (Figure 5D, Figure 6D). Over the three
years of the study, there is a relatively larger variability in the basal
mass loss with Drygalski (28.6%) compared to Aviator (15.8%). It
would be expected that variability in basal melt is driven by large
melt rates during summer and lower during winter, similar to the
front west of the Ross Ice Shelf (Stewart et al., 2019). Changes in
the ocean surface and climatic conditions vary yearly and regionally
creating variability in the ice tongues ocean forcing (Piñones et al.,
2019). Another cause of variability could be the seasonal intrusion
of mCDW as modelled by Jendersie et al. (2018). In their results,
mCDW has the largest intrusion during the winter months when
sea ice production is at its highest. This could explain peaks of basal
mass loss in Autumn or Winter.

Drygalski Ice Tongue northern flank is open to the year-round
ice-free Terra Nova Bay polynya. Sea ice formation and HSSW may
play a larger role in the basal melt of the Drygalski ice tongue near
the grounding line (Stevens et al., 2017). Large polynya events driven
by katabatic winds may have an influence over Drygalski basal melt
variability. ERA5-Land shows that katabatic winds picked over the
Drygalski Ice Tongue at the same periods of the larger basal mass
loss. In this three-year case that was Apr-June 2019, 2020 and 2021
(Figure 5D).

There is no clear pattern over Aviator ice tongue basal mass
loss variability during the three years (Figure 6D). The observed
variation ismost likely the inherent intrinsic variability of the system
(Orsi and Wiederwohl, 2009) and related to the stability of the area
(Frezzotti, 1997). It is an indication that there is not a clear process
driving the basal mass loss of Aviator ice tongue. All these points
towards a stable ice tongue helped by a low annual and seasonal basal
mass loss. This differs from other parts of Antarctica where basal
melt under ice shelves has shown strong seasonal variability over the
summer months (Lindbäck et al., 2019; Stewart et al., 2019).

5.3 Spatial relations between basal mass
balance and geographical and
environmental variables

The applied satellite analysis is restricted to ice tongues with
sufficient size and adequate orientation with respect to ICESat-
2 overpasses (9) or large enough that the basal melt could be
derived with available thickness and velocity products (3). The total
sample size for the correlation analysis is therefore restricted to
twelve ice tongues. We, therefore, focus the discussion on variables
revealing confidence levels < 0.3. These variables are ice tongue area
to catchment ratio (AR), mass turnover (MT), snow accumulation
(SA), Surface temperature (Ts), surface mass balance (SMB), fast ice
persistence (FIP), zonalwind (ZW) and ice tongue glacier catchment
area (ICA) (Figure 7).

The ice tongues used in this study are well distributed along
the Victoria Land Coast (Figure 1). We found that the latitudinal
position of the different ice tongues does not correlate with the
rate of basal melt. This suggests that ocean temperatures along the
coastal areas of Victoria Land are fairly uniform and that intrusions
of warmer waters over the Ross Sea (Piñones et al., 2019; Tinto et al.,
2019) are not occurring near the coast or not driving the basal melt
of these ice tongues. More likely is that the VLCC, a cold coastal
current transporting ISW from the Ross and McMurdo Ice Shelves
(Hughes et al., 2014; Stevens et al., 2017; Jendersie et al., 2018) is
stabilizing these features.

In the absence of a strong driver of basal mass loss, other
geomorphological parameters seem to have an important role in the
maintenance of an ice tongue. Of all the parameters analysed, we
found that AR (0.8, with a p-value < 0.05) correlates well with BMB.
This implies that relatively small catchment areaswith relatively large
ice tongues are sustainable over time at a low BMB regime. Meaning
that ice tongues formed from small catchments are potentially
more unstable than relatively small ice tongues from relatively large
catchments. This has the potential to use AR as a proxy for changes
in BMB over the Western Ross Sea region.

On the other hand, our results show that the larger the ICA,
the larger the basal mass loss (−0.4 with a p-value < 0.2). This
is easier to comprehend as larger catchment areas will have more
mass to discharge into the ocean and thicker draft areas, all of
this contributing to larger basal melt rates. The opposite happens
with MT, where a larger MT will mean lower basal melt rates. As
expected, the larger MT (0.67 with a p-value < 0.05) were related
to the lower BMB values. MT could also be used as a proxy for
changes in BMB. Another feature that correlates positively with
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BMB is FIP. Land-fast sea ice grows between ice tongues and
grounded icebergs (Massom et al., 2001) and can last for several
years (Fraser et al., 2021). It has been hypothesised that ISW could
enhance FIP (Massom et al., 2010). This would link cold water
outflowswith FIP and lowerBMB. FIP varies along theVictoria Land
Coast (Figure 1) and depends on other factors (Brett et al., 2020),
not just lower ocean temperatures.

We observed that climatic variables, such as SA, Ts, ZW
and SMB, had significant correlations (p-values < 0.2) with BMB
(Figure 7). SA and SMB are directly related to BMB calculations,
but they help understand other relationships between the correlation
matrix. The ZW in this area of Antarctica is related to the katabatic
winds coming from the Transantarctic Mountains (Bromwich and
Kurtz, 1984). Models of basal melt have shown that katabatic
winds can increase the melting of ice shelves (Hazel and Stewart,
2020). In the case of the Western Ross Sea, the katabatic winds
are the drivers of polynya events over Terra Nova Bay (Bromwich
and Kurtz, 1984), enhancing vertical mixing and convection
(Morales Maqueda et al., 2004). BMBcorrelationwithTs is less clear,
annual mean temperatures range between −22 and −18°C and there
is a strong relation between Ts and SA (Supplementary Figure S1).
The correlation is probably due to a relation between SA and Ts.

Other variables did not have a significant correlation with
basal melt (Figure 7). MW wind in this area of Antarctica follows
the coast, as ZW is perpendicular to the coast. This implies that
along-shore winds do not have an effect on basal melt in this
region, the opposite has been observed in other areas of Antarctica
(Hirano et al., 2020). As for the relation between IA and BMB, we
can say that changes in the size of an ice tongue are not necessarily a
good indicator of an overall stable region. The same can be said for
the WLR.

The mass balance of the ice tongues is in a delicate balance
between ocean forcing and catchment-wide accumulation. Ice
tongues in this region of Antarctica have not yet been affected by the
intrusion of mCDW waters over the shelf. The size and persistence
of ice tongues in the absence of a strong ocean or atmospheric
forcing are controlled by external factors such as fast ice extent or
other size-limiting factors. We found that ice tongues with larger
catchment areas have a larger basal mass loss, and they are normally
thicker, while ice tongues with large MT have low basal melt
rates.

Other processes that have been found to have an influence over
ice shelves are basal roughness and polynyas. Watkins et al. (2021)
found that the roughness of ice shelves was correlated with basal
melt rates, as interesting as it is Larter (2022) addressed that more
measurements around Antarctica are necessary to corroborate that
the correlation holds. Non-etheless, Bianchi et al. (2001) carried out
an assessment of the underlying roughness of 10 ice tongues and
ice shelves in the Western Ross sea and Pennel Coast. Of those, we
have a basalmass loss of five (Harbord, Drygalski, Campbell, Aviator
and Mariner). When comparing our results with their estimated
roughness we found that the flatmorphology (Harbord andMariner
ice tongue) corresponds to relatively low basal mass loss, and the
rippledmorphology (Drygalski, Campbell andAviator) corresponds
to relatively larger basal mass loss. Our results indicate that the link
between roughness and basal mass loss might be applicable to ice
tongues and that might be a desirable avenue for further basal melt
studies.

Polynyas tend to form on the leeward side of ice tongues and
ice shelves Nihashi and Ohshima (2015). Katabatic winds that drive
most of the polynyas around Antarctica help mix the upper ocean
layer introducing warmer surface water underneath the front of ice
shelves and ice tongues (Khazendar et al., 2013; Stewart et al., 2019).
Is plausible to believe that the same process is valid for ice tongues
near polynyas as the Drygalski ice tongue where we did observe a
seasonality in its basal mass loss. This contrasts with the lack of a
clear pattern over variability in the basal mass loss that we found for
the Aviator ice tongue. This could indicate that a seasonal climatic
process does not drive Aviator ice tongue basal melt.

When we compare the ice tongue basal mass balance with
results from Pan-Antarctic ice shelves studies, we found that our
estimations are in general lower. Adusumilli et al. (2020) had amean
value of basal melt rates between 1994 and 2018 of 1.9 ± 0.9 m of
ice yr−1 for Drygalski and 1.1 ± 1.7 m of ice yr−1 for Mariner and
Borchgrevink, both higher than our calculated basal mass loss.
Depoorter et al. (2013) inform a value of basal mass loss of −2.5
± 0.5 m of ice yr−1 for Drygalski, while Rignot et al. (2013) present
melt rates of 3.3± 0.5 m of ice yr−1 for Drygalski, and also give values
for Aviator (1.7 ± 0.3 m of ice yr−1) and Mariner (0.9 ± 0.2 m of ice
yr−1).

The differences between our results and Pan-Antarctic studies
are related either to the measurement or the method used.
Because, this area of Antarctica has remained stable over the last
60 years (Frezzotti, 1997; Miles et al., 2013; Fountain et al., 2017;
Lovell et al., 2017), glaciers in the Victoria Land Coast have deep
bed troughs (Bianchi et al., 2001; Morlighem et al., 2019), the bias
that tidal flexure can create on floating ice thickness measurements
(Rack et al., 2017; Wild et al., 2019), and that our results focus on
the greater part of the ocean side of the ice tongue as defined
by the DInSAR-derived hydrostatic line. Is most probable that the
methodology and definition of the area of interest are the main
reason for the basal mass loss differences. Seasonality could be
another factor to consider when building a Pan-Antarctic product
as basal mass loss can vary between summer and winter. If we
want to understand variability at a local scale for relatively small
ice tongues, Pan-Antarctic basal melt rate products might not apply.
Because spatial and temporal resolutions of such studies might not
resolve temporal variability in forcing and local geomorphology that
is important for basal mass loss and varies between different glacier
catchments.

We provide a new picture of the overall mass balance of ice
tongues in the VLC by addressing the prevalence of ice tongues
and their value as sentinels of change. We found a heterogeneous
distribution of basal melt rates along the coast. From our study,
it is not possible to narrow down the determining factor of ice
tongue stability in the region. But we can hypothesise that the VLCC
has a strong influence in maintaining these features stables over
time, with the added support of favourable local geomorphological
conditions. There are shortcomings of this study that should be
addressed in future research; one is the number of ice tongues
studied and their representativity outside the VLC, and the lack of
ground measurements to validate the results. Using a combination
of satellite remote sensing of basal mass loss time series with in situ
measurements (e.g., ApRES) would help validate the observations.
There are other areas that if improved would allow to better
derive basal mass balance of small ice tongues. Some of these are:
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Oceanographic measurements around ice tongues in the Victoria
Land Coast are sparse, a better understanding of the oceanographic
climatological and seasonal oceanographic conditions near the ice
tongues of Victoria Land Coast would help bridge the glaciological
understanding of the seasonality of ice tongue basal mass loss;
Longer time series of satellite laser altimeters will allow elucidating
seasonal drivers of basal melt; The knowledge of the thickness
of the northern Victoria Land glacier valleys and fjords is poor
and downscaling firn and surface mass balance models at the
fringes ofAntarcticawould help to reconcile high-resolution satellite
measurements and low-resolution Antarctic models. More data on
all these fronts would help constrain better the mass balance of the
Western Ross Sea Ice Tongues.

6 Conclusion

Using freely available laser altimeter data from ICESat-2
combined with Sentinel-1 synthetic aperture radar imagery, we
extended previous studies of ice tongue mass balance. A much-
improved satellite coverage allows for the quantification of the
basal melt of twelve Antarctic ice tongues in the Western Ross
Sea using the flux-gate method as a basis for further geospatial
analysis. The favourable ICESat-2 repeated pass cycles also enabled
the quantification of intra-annual variations in the basal mass loss
for two of the larger ice tongues.

The values of basal mass loss range from −0.14 ± 0.04 m of
ice yr−1 to −1.5 ± 1.2 m of ice yr−1, with the low values comparing
well to cold cavity ice shelves in the area. These can be explained
by the outflow-modified ISW originating in the ice shelf and ice
tongue cavities in the Western Ross Sea region and explain the
observed stability of most of the ice tongues in the area. A number
of environmental and geomorphological parameters were used to
further explore the drivers of ice tonguemass balance.We found that
the relative size of the ice tongue with respect to its catchment is a
good indicator for basalmelt in this region ofAntarctica, as relatively
large catchment basins are able to sustain relatively large ice tongues
even with higher basal melt rates. For the environmental variables,
an example of a strong negative correlation of ice tongue melt is
found with katabatic winds in the area. This is also closely related to
the occurrence of polynyas and the prevalence of land-fast sea ice.
Basal melt values are relatively heterogeneous along the coast, with
no clear latitudinal gradient. This signals that even though Victoria
Land Coast is one of the largest stretches of North-South oriented
coastline in Antarctica, this is not reflected in a basal melt latitudinal
gradient. This suggests that local processes and geomorphology are
important for the stability of ice tongues in the absence of a strong
oceanographic melting force.

The capability to obtain seasonal or intra-annual variations in
basal melt from satellite remote sensing is a significant progress for
the study of ice tongue stability. The combination of our applied
method with in situ time series of basal melt, for example, using
phase-sensitive radars, would enable further improvements in our
understanding of the processes behind the temporal mass balance
sensitivity of ice tongues in this area.
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